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Abstract 

This research work focuses on the detection and analysis of fractures, more specifically, crack 

detection and classification using residual learning as well as crack analysis through the application of 

image processing technology, which serves as the primary method of investigation throughout this 

study. This study was carried out to better understand how to detect and analyze fractures. The 

authors describe the results of an in-depth investigation into cracks that they carried out themselves. 

This work presents an image-based automatic crack identification model for analyzing the 

development of buildings after natural or man-made catastrophes. In addition to this, we compared the 

results obtained by U-Net and those obtained by object-based image analysis, which are both based on 

deep learning. 
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1. Introduction  

When it comes to the construction of bridges and other kinds of civil infrastructure, concrete is by far 

the material of choice in every region of the globe [1]. The process of visually identifying cracks can 

be conceptualized as a presence/absence classification problem for cracks, which is the work that 

needs to be completed [2]-[3]. It has been noticed that there are two distinct types of methodological 

approaches while carrying out the procedure of autonomous visual crack identification. The first 

school of thought proposes that researchers start by extracting features from data and then move on to 

classifying the data using techniques derived from machine learning [4, 5].  

In this type of research, features are first extracted by using adaptive filters, transformations, and/or 

morphological processes, and then they are used to separate images that contain cracks from images 

that do not contain cracks. In other words, fractures are detected by analyzing the differences between 

the two types of images [6] [7]. 

The accuracy ratings for crack detection are consistently well above 90% across the board in each one 

of these tests. However, the performance of the studies was impacted by a variety of factors, such as 

the selection of data, the number and type of layers used beyond convolutional layers, the choice of 

filter widths, and other variables [8]. Specifically, the convolutional layer performance was negatively 

impacted. It is not immediately apparent from these studies how the efficiency of these frameworks is 

affected by the extent of the picture dataset and the depth of the network [9]. 

The quality of a structure is also directly impacted by the materials used and techniques employed in 

its construction [10]. When a structure has a decreased bearing capacity, it is easy to produce cracks in 

it, and the quality of a structure is also directly impacted by the materials used and techniques 

employed in its construction.  

The useful lives of structures such as dams, bridges, and pipelines will be significantly shortened due 

to these fractures, and the probability of accidents will increase as a result. As soon as the system 

breaks, there will be irreparable harm done to both the lives of individuals and the success of the 

company. Cracks, along with several other potential hazards, are one of the earliest obvious 
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indications of structural damage. The prompt localization of cracks [11, 12] prepares the way for the 

elimination of latent dangers that might have resulted in injury. 

This study focuses on the detection and analysis of fractures, more specifically crack detection, and 

classification using residual learning as well as crack analysis through image processing technology, 

which serves as the primary method of investigation throughout this study. In addition to this, we 

compared the results obtained by U-Net and those obtained by object-based image analysis.  

2. Related works 

Deep learning techniques that rely on region recognition may employ either window sliding or region 

proposal as two of their methodology options. These techniques are utilized in order to ascertain a 

bounding box for each potential object that is visible within a image. This can be accomplished by 

referring to the image.  

The authors in [11] used a combination of CNN and the sliding window technique to achieve 

increased accuracy in the classification of crack and non-crack images. This was accomplished by 

using both techniques together. The authors in [12] started out by removing noise with the help of an 

R-CNN model before moving on to the identification of fractures and fissures that had been patched 

up. R-CNN, on the other hand, is not a viable option for processing large quantities of images in an 

efficient manner because its processing method is dependent on window-sliding.  

The use of conventional methods that are used to propose regions in images makes it difficult to select 

appropriate candidate regions from noisy images. This is because these methods are used to propose 

regions in images. The authors in [13] attempted to improve the computational effectiveness of 

region-based methods by employing parallel processing. Despite their efforts, this approach proved to 

be prohibitively expensive in terms of both the amount of computational time and the resources that 

were required. 

The authors in [14] trained a more efficient R-CNN to examine images of concrete roadways and 

identify cracks within those images. By combining a faster region proposal convolutional neural 

network (Faster R-CNN) algorithm, a modified TuFF method, and a modified DTM for the crack 

identification and localization, The authors in [15] developed an integrated method to automate 

fracture location, segmentation, and quantification. This was accomplished by creating an integrated 

method to automate fracture location, segmentation, and quantification. Because of this, they were 

able to devise a technique that could automatically identify and pinpoint the location of cracks.  

The authors in [16] identified sidewalk fractures by utilizing a model called a Faster-R-CNN. This 

was done to improve the accuracy of their findings. This was done in their study. In their paper, one 

of the applications that they described was exactly like this one.  

The authors in [17] propose a responsible for making one such endeavor. However, despite utilizing 

this approach, the issue of decreasing resolution because of continuous pooling remained difficult to 

address.  

The authors in [18] are responsible for the development of the automatic pavement detection system 

known as CrackNet. Convolutional neural networks are the foundation on which it is constructed. 

There are a total of five distinct phases that make up the CrackNet system. Feature maps make up the 

two levels of data that are utilized for use as input. The creation of these feature images was the work 

of the feature extractor. The projected image class ratings constitute a image output layer. These 

ratings are based on the image itself. The two obfuscated layers are made up of layers that are 

convoluted with one another and layers that are fully connected to one another. You can view all over 

a million of CrackNet characteristics on this page. These characteristics, which are taught to users 

during the learning process to increase the accuracy of crack extraction, are viewable here. 

The authors in [19] suggest a spatial-channel hierarchical network (SCHNet) that is based on the 

Visual Geometry Group 19 in order to improve the accuracy and efficiency of crack identification. 

The authors of this study cite the Visual Geometry Group 19 as their foundation. (VGG19).  

When it comes to planning measurements for applications, the authors believe that it is essential to 

have an understanding of both the benefits and the drawbacks of a measurement system, in addition to 

the model of the scanner that is being used. This is in addition to the fact that the authors believe it is 
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important to understand the scanner that is being used. To obtain measurements that are as accurate 

and useful as they possibly can be, it is essential to adjust the method of measurement so that it is 

appropriate for the specific circumstances of each crack.  

The authors concluded that they needed to broaden their understanding of the topic as a result of the 

prevalence of wall cracks, the seriousness of the repercussions that result from having them, and the 

paucity of research on the constraints of the methodology that is currently being used. In this article, 

the authors describe the results of an in-depth investigation into cracks that they carried out 

themselves. Cavities, which are much larger than cracks, are much simpler to identify using deep 

learning technology. 

3. Proposed Method 

The completion of the first stage of the process, which involves obtaining video data of the building 

envelope, the data that was recorded is then processed by the contour detection algorithms. After the 

images have been preprocessed to eliminate noise through the use of the techniques of Gaussian blur 

and binarization, this step takes place. After that, the contour scanner analyzed the wall and the glass 

to locate any fractures or breaks. If a concrete block had fissures in it, and those fissures were more 

than 0.3 millimeters wide, then those fissures were considered to be cracks. However, it is essential to 

keep in mind that curved surfaces do not automatically point to the presence of injury. In addition, it 

was postulated that the wall construction of the building had a negligible impact on the temperature of 

the surface of the building that was exposed to the elements. 

 

Figure 1: Proposed Modelling 

The mode feed is another name for the information that is captured in its raw state by the digital 

camera. The preliminary image is then put through an image-thresholding technique, which employs 

the improved Otsu method that was suggested earlier in the process. Both the original Otsu algorithm 

as well as the M2GLD algorithm, both of which were covered in the section that came before this one, 

are components of the improved version of the Otsu technique that has been recommended. To get rid 

of the noncrack objects and noise pixels that were described in Figure 1,2,3, the process that is known 

as image concentrated effort, which is carried out after the process that is known as image 

penalization, is required. 
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It is generally agreed upon that the work presents an image-based automatic crack identification 

model for analyzing the development of buildings after natural or man-made catastrophes. An 

example of the author recommended approach to post-disaster building element analysis is 

demonstrated using a numerical experiment, which demonstrates the potential benefits of the 

approach. In addition, the search for fractures in the surface of the paved area is one of the aspects of 

concrete inspections that is considered to be of the utmost importance. 

The cost of a complete road rehabilitation project can be reduced by as much as 80 percent if road 

cracks are located and repaired as soon as they appear. As a direct result of this, a wide variety of 

specific image processing strategies have been developed, most notably with the intention of locating 

cracks in asphalt flooring. The process of image processing is broken down into two stages: first, the 

region of the image that contains fewer than a predetermined number of pixels (N) is eliminated, and 

then an axis is added to the image length of an object. 

aRI=LM/LN, LM- major axis length and LN – minor axis length. 

 

Figure 2: Pre-processing and Feature Extraction 

 

Figure 3: Crack Properties 
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Medical image segmentation is the process of using computer vision and image analysis techniques to 

evaluate and process two-dimensional (2D) or three-dimensional (3D) images to segment, extract, 

reconstitute, and display human organs, soft tissues, and diseased bodies in three dimensions. This is 

done to facilitate medical diagnosis and treatment. These methods are utilized in the analysis and 

processing of two-dimensional or three-dimensional images to segment, extract, and display diseased 

bodies in three dimensions.  

The image is divided into many different sections according to the degree to which different parts of 

the image have similarities to one another or differ from one another. It is possible for medical 

professionals to perform qualitative or quantitative analysis on lesions and other regions of interest by 

utilizing this technique, which significantly improves the accuracy of medical diagnosis and the 

dependability of the outcomes of treatment. The image cells themselves, along with the structures and 

organs that are associated with them, have been the most common kinds of object types up until this 

point in time. 

The process of segmenting an image involves obtaining a division of the image such that: 
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where Rx satisfies both sets of all pixels in communication similarity constraint Ci (i = 1, 2,...), i.e. the 

image areas.  

In addition to that, the x and y coordinates are used so that the various parts of Ry can be 

distinguished from one another. The number of sub-regions is denoted by the positive number N, 

which must be greater than or equal to 2, and it must be greater than or equal to 2. There are several 

distinct phases involved in the process of dividing medical images into their respective categories. 

Step 1: The very first action that needs to be done is the collection of an imaging data 

collection. A training set, a validation set, and a test set should typically be included in a data 

compilation like this one. 

Step 2: During the second stage, deep learning is utilized for the image processing, and the 

data collection is partitioned into three distinct sections. 

Step 3: Third, to ensure the best possible performance, the network model is trained using the 

training set, verified using the verification set, and evaluated using the test set. This is done to 

guarantee the best possible results. 

Step 4: The image goes through preprocessing and expansion during the fourth stage of the 

process. In most cases, this is accomplished by conducting standardization on the input 

image, random rotation on the input image, and random scaling on the input image to make 

the data set significantly larger. 

Step 5: to segment the medical image, step 5 requires the application of an appropriate 

technique, which is then followed by the production of the segmented images. Ultimately, the 

goal of this step is to produce a segmented image. 

Step 6: An analysis of how accurately the predictions were made constitutes the sixth stage in 

the process. 

Step 7: The seventh step in the process entails establishing confirmed effective performance 

indicators for the efficacy of medical image segmentation. 

Network Model Training 

During the process of training the deep CNN model, both the labeled photograph as well as the 8-

band Worldview image were employed. The purpose of this research required the extraction of image 

squares, each of which had a resolution of 256 pixels along each side. The tiles that had their 

boundaries lopped off in an arbitrary fashion were the ones that had the greatest potential to be 

utilized as training datasets. Better segmentation outcomes may be achieved through the provision of 

additional training data, which in turn assists in the strengthening of the network training.  
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Data augmentations such as mirroring, spinning, enhanced luminosity, and the addition of noise 

points were applied to the tiles to bring out more of the data unique characteristics. This was done to 

make the tiles more useful. This was done with the purpose of bringing out more of the prospective 

applications that could be made with the data. Throughout the course of the experiments, a learning 

rate of 0.01 was utilized to train the model over the course of 30 epochs, with 16 groups being 

allocated to each epoch. This was done to achieve the best possible results. 

To train the models, 70% of the structures in the training sites were chosen at random from the 

training dataset, and 30% were chosen from the validation dataset. The remaining 10% of the 

structures were chosen from the test dataset. Because of this, we were able to utilize 70 percent of the 

structures at the training locations. The utilization of the period number guaranteed that both the 

accuracy and convergence of loss were preserved throughout the process.  

As its optimization approach, the optimizer for this experiment made use of a method that is known as 

stochastic gradient descent. The algorithm has control over the learning rate, and the impact that it has 

on the convergence of the learned network is a function of that rate. A weight decay penalty in the 

amount of 0.00001 was added to the loss function so that the network model would not become 

overfit. This was done with the intention of preventing the model from becoming too accurate.  

The value of momentum, which is defined in this context as the percentage of time that the model 

continues to update in the same fashion, has a predetermined range of 0.9. This range was 

predetermined before the value of momentum was calculated. To provide further clarity, the following 

cross-entropy was utilized in this training session as a loss function to evaluate the efficiency of the 

training method that was being utilized. 

( ) ( )
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1
ˆ ˆlog 1 log 1
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L y y y y
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= − − − −  

where  

yi - actual label and  

ˆ
iy  - predicted label. 

Tensorflow and Keras are two Python-based deep learning frameworks. These frameworks were used 

to facilitate the implementation of the U-Net design as well as the entire semantic segmentation 

process. Both frameworks were written in Python. to carry out all of the other processing and analysis, 

open source frameworks and packages were employed. The operating system that was installed on the 

virtual computer was Ubuntu 16.04.4, and it had a random-access memory (RAM) capacity of 16 

terabytes. The graphics processing unit (GPU) that was used was an NVIDIA Geforce GTX 1080.  

Accuracy Assessment 

With the assistance of the uncertainty matrix, the efficiency of the U-Net-based semantic 

segmentation that was investigated in this study was evaluated. To compute the OA, we began by 

taking the image that had been labeled as a reference and adding together the percentage of accurately 

identified pixels in each of the categories. 
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pii - pixels for i class,  

pij - pixels of i class recognized incorrectly as j, and  

k - categories. 

The F1-score, which is dependent on the precision and recall, can be quickly calculated and applied to 

the evaluation of the semantic segmentation by using the confusion matrix. This is possible because 

the F1-score is dependent on the precisions and recalls.  

Because the F1 score is dependent on both metrics, it is feasible to accomplish this goal. The 

numerous confusion matrices that can be applied to the structure differentiation process are presented 

in Table 1. The precise numbers are listed in the table columns, while the rows contain various 

estimations of those numbers.  

The F1-score is calculated by utilizing to determine how accurate a model is when taking into 

consideration both its precision and its recall. This is done to determine the overall quality of the 

model. It is feasible to obtain an average of the F1-score values for each of the different classes by 

performing calculations that are very similar to those used for segmentation and multi-class 

classification. 

Recall
TP

TP FN
=

+
 

The recall is the proportion of observations in a real class that are confirmed as affirmative, 

represented as a percentage of the total number of observations. The recall is the proportion of 

observations in a real class that are confirmed as negative. Accuracy is measured by looking at the 

proportion of accurately predicted positive observations in relation to the total number of such 

observations. The F1-score is a one-of-a-kind metric that takes into consideration not only the 

accuracy of the answers but also their recall. 

Precision
TP

TP FP
=

+
 

A measurement that can be used to evaluate and contrast two or more sets of data is called the Jaccard 

Index. This index is also known as the percentage that represents the intersection and union of two 

groups. (IoU). Both types of groups are referred to as the prediction group and the reference group, 

respectively, when discussing image semantic segmentation as a field of study. The procedure of 

image segmentation is carried out, and the results are then incorporated into an algorithm for the 

purpose of determining the IoU for each class.  
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Precision *Recall
1_ 2*

Precision Recall
F score =

+
 

where  

A - prediction and  

B - ground truth. 

We determined the overall accuracy, the F1-score, and the Intersection-over-Union value to evaluate 

the efficacy of deep learning for semantic segmentation employing U-Net. Additionally, we displayed 

an intuitive visualization of the predicted results in comparison with the ground truth. In addition to 

this, we compared the results obtained by U-Net, as well as those obtained by object-based image 

analysis. 

A B
IoU

A B


=


 

4. Results and Discussions 

When shooting with drones, it can be difficult to obtain many images of cracks in the surface of 

buildings made of concrete, such as industrial buildings, houses, and other types of structures, because 

the dataset for the research is the surface of these buildings. This is since cracks are not typical 

targets. To making this process as streamlined as it possibly can be, we take photographs with our 

phones and use the cracks in the pavement as a backdrop. There were over a thousand cracked images 

that were recorded, each of which had a distinctive and unique combination of the choices.  

We identify the cracks by using an app called labelme, which is a free and open-source segmentation 

assignment annotation app that is hosted on GitHub. This app is used to annotate the cracks with the 

appropriate segmentation. Annotation, in contrast to the process of locating targets, entails nothing 

more than identifying the surroundings of the target and putting it into one of several categories. The 

annotation stage of the segmentation process is more challenging than the other parts of the work 

because it requires marking each individual point along the target shape. 

The gap is not particularly wide, and there is not much in the way of patterning to be found in it 

either. In contrast to targets that take the form of individuals or vehicles, objectives of this type almost 

invariably receive a score that is lower than 10 points. To outline the shape of a complex crack, you 

will typically need at least 20 points, as doing so requires a lot of time and effort on your part. In most 

instances, however, you will only need 10 points. 

We divided the crack data set into 750 sets for training and 250 sets for assessment as a component of 

the training process. The dataset only contains a single designated category that is referred to as crack, 

and the category that is used as the default is the category that is known as background. Because there 

is no other choice for the label, all the images that contain more than one crack are simply filed under 

the crack category. This is because there is no other option for the label. 



BioGecko                                      Vol 12 Issue 02 2023  

  ISSN NO: 2230-5807 

 

63 
                    A Journal for New Zealand Herpetology 

 

 

Figure 4: Training Metrics  

 

Figure 5: Testing Metrics 
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Figure 6: Validation Metrics 

We will primarily introduce four sets of comparative experiments, which include: an experiment 

comparing different parameter values; an experiment comparing results obtained before and after 

optimizing the loss function; an experiment comparing results obtained with a traditional 

segmentation model; and an experiment comparing results obtained with some preexisting crack 

detection networks. These four sets of experiments are as follows: an experiment comparing different 

parameter values; an experiment comparing results obtained before and after optimizing the loss 

function; an experiment comparing results obtained with some existing technique.  

After about 50 iterations, the error values in the training set and the verification set have a propensity 

to converge and become stable. This happens regardless of whether the iterations are repeated or not. 

Training results in network models that have optimal network weights. These weights are discovered 

by locating the weights that produce the smallest error value and the weights that produce the closest 

error value between the training set and the verification set, respectively. Training results in network 

models that have optimal network weights. These two different sets of weights are contrasted with 

one another to determine which of the two yields the superior result. 

To accomplish control and management of the engineering output as well as the quality of the work 

that is done by all participants, it is necessary to take part in a full-scale mobilization and to naturally 

integrate all of the organization components. Only then will it be possible to achieve these goals. The 

quality management system within the construction company needs to be improved on a regular basis, 

and all parties involved in the conception, design, execution, and completion of the project need to 

place quality at the top of their list of priorities to ensure that it is met. This includes the planning, 

machinery, production, quality inspection, materials, logistics, and documentation teams. 

As a consequence of this, to perform exhaustive quality control, one needs to have a comprehensive 

understanding of each and every aspect of project quality as well as the work that makes use of these 

aspects. 

This could result in cost savings by shortening the route length that a drone needs to travel to conduct 

a wall inspection. This is because a high-resolution camera can capture images from a greater distance 

from the wall while still maintaining the information it needs to identify cracks. 

5. Conclusions 

This study focuses on the detection and analysis of fractures, more specifically crack detection, and 

classification using residual learning as well as crack analysis through the application of image 
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processing technology, which serves as the primary method of investigation throughout this study. 

This study was carried out to better understand how to detect and analyze fractures. Traditional crack 

detection techniques and those based on deep learning are compared in this paper. The technique is 

selected for application because it is better adapted to the requirements of the scenario.  

The results of this study were compared with those of traditional crack detection techniques and those 

based on deep learning in this paper. It was found that there is a need for research into the optimum 

regularity of data capture to guarantee the timely discovery of cracks while simultaneously 

minimizing the expenses of both operational and data storage activities. 

Even though the findings of the study are encouraging, additional research needs to be done to 

investigate the expenses of setting up, implementing, and running deep learning software if it is used 

in the future for breach detection. This is necessary if it is the case that the software will be used. In 

addition, there is a need for research into the optimum regularity of data capture to guarantee the 

timely discovery of cracks while simultaneously minimizing the expenses of both operational and data 

storage activities. Finally, additional research is necessary to select the most effective deep learning 

algorithm. This research should consider a variety of variables, including the type of structure, the 

data that is readily available, and so on. 
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